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ABSTRACT

While extended reality (XR) technology is seeing increasing main-
stream utilization, it is not accessible to users with disabilities and
lacks support for XR developers to create accessibility features. In
this study, we investigated XR developers’ practices, challenges,
needs when integrating accessibility in their projects. Our findings
revealed developers’ needs for open-source accessibility support,
such as code examples of particular accessibility features alongside
accessibility guidelines.

Index Terms: Human-centered computing—Accessibility—
Accessibility design and evaluation methods—; Human-centered
computing—Human computer interaction (HCI)—Interaction
paradigms—Mixed / augmented reality; Human-centered
computing—Human computer interaction (HCI)—Interaction
paradigms—Virtual reality;

1 INTRODUCTION

Extended reality (XR) carries the potential to revolutionize how
people communicate, interact, and collaborate within a virtual space,
thus being applied to many different practical fields, such as educa-
tion [13], healthcare [26], architecture [20], and accessibility [32].
However, the unique immersive and kinesthetic experience of XR
has raised barriers to people with disabilities, preventing them from
accessing and benefiting from these technologies. For example,
users with visual impairments may lose out on essential 3D visual
information [28], and users with motor impairments may not be able
to complete the motion-based interactions with XR elements [17].
Furthermore, XR lacks essential accessibility support, such as screen
readers for people with visual impairments or bespoke input devices
for people with motor impairments, and thus excludes a large section
of the global population [7].

XR designers and developers in industry play a vital role in in-
corporating accessibility in the mainstream development process.
This means that general developers must be motivated and able to
implement accessibility features in their projects. In traditional soft-
ware development (e.g., web, mobile, or game development), the
lack of knowledge, organizational structure, and guidance to prop-
erly implement accessibility for users with disabilities [2, 15] has
been a critical issue to integrating accessibility in products. Thus,
many resources and tools have been created to assist developers
for accessibility integration, such as comprehensive guidelines [6]
and automatic accessibility assessments for web development [22].
However, no such work exists for XR developers, who focus on
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an emerging technology that has no standard accessibility infras-
tructure and guidelines. With the increasing popularity of XR, it
is important to understand developers’ perspectives in accessibility,
motivating and supporting them to effectively integrate accessibility
into mainstream applications at an early stage.

In this paper, we aim to investigate XR developers’ perspectives
and needs for guidelines and tools to support accessibility integra-
tion. Specifically, we conducted a semi-structured interview study
with 21 professional XR developers to understand their current at-
titudes, knowledge, and practices towards accessibility integration,
their perceptions of the existing preliminary XR accessibility guide-
lines [1, 6, 21, 27], and how they could be best supported in creating
accessible applications. Our participants represented a good cover-
age in development experience, ranging from freelancers, startups,
big tech companies, and XR development platforms, thus providing
a comprehensive view of XR developers’ experiences and needs.

Our study revealed the current XR development practice and the
unique barriers it brought to accessibility integration. With the focus
of immersion, XR developers heavily relied on their first-person
perspective to design and test their applications. This practice made
it difficult to create accessible features as the developers lack the
first-person perspective as a user with disability. Moreover, due to
the immaturity of XR interactions, developers commonly followed
successful examples in their development; however, current XR ac-
cessibility guidelines were too abstract and lack concrete examples
and sample codes, further demotivating developers from considering
accessibility. Future work will derive design implications for acces-
sibility guidelines and tools to better support accessibility integration
for XR developers.

2 RELATED WORK

Technology for XR Accessibility. With the increasing popularity of
XR, researchers have explored the experiences of people with dis-
abilities when using the technology and identified various challenges
they face [17,29,31]. As a result, growing efforts made in designing
assistive technologies to make the applications accessible to people
with disabilities. Such work mainly focuses on people with visual
impairments and people with motor impairments. For people with
visual impairments, both audio-based technology [12,18] and haptic
controllers [23, 30] have been designed to convey the 3D virtual
environments. For people with motor impairments, works have ex-
amined what barriers are posed by operation of XR equipment and
interaction with virtual objects [17, 29] or created assistive devices
that allow the user to complete complex actions with a limited range
of motion [5]

Despite assistive technologies being designed to facilitate XR
accessibility, most of these works remain prototypes in the research
field without integration into mainstream applications or platforms.
Therefore, a main goal of our study is to understand how and why
XR developers do or do not incorporate accessibility into their ap-
plications, and how to best support them to translate accessibility
technologies from research into mainstream products.

Accessibility Guidelines for XR. Accessibility guidelines are
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important resources that direct developers to implement accessibility
in their development. However, XR development is a newer and
more fragmented process with no widely accepted standard. While
researchers have come up with general guidelines to support immer-
sive XR experiences, they usually do not consider accessibility [4,8].

Recently, both researchers [10,16] and organizations [11,21] have
started deriving accessibility guidelines that target XR experiences.
For example, Heilemann et al. [10] surveyed existing accessibility
guidelines for traditional video games, such as GAG, and compiled a
set of guidelines that were translatable to VR games and interactions.
In addition to researchers, the XR industry has paid more attention
to accessibility guidelines. Oculus [21] have made a set of general
accessibility guidelines to advise developers creating applications
for their VR devices. Some accessibility interest groups have also
created considerations for accessible XR design [11], but typically
do not provide actionable guidelines or specific feature examples.

Current XR accessibility guidelines are in their infancy, with no
rigorous validation or broad agreement. They lack technical details
to guide developers to implement these guidelines. Therefore, it
was important to obtain the developers’ perspective of existing XR
accessibility guidelines to understand their interpretations and needs
when applying the guidelines in their projects.

Development Tools for XR Accessibility. To support XR de-
velopment, a variety of tools have been created, usually aimed at
simplifying or automating common functionalities. For example,
the XR Interaction [25] Toolkit provided prefabs that allowed for
cross platform compatibility with various VR devices and scripts
for basic VR interactions. Nebeling [19] also reviewed recent XR
development tools, noting trends in provided functionalities and
interfaces such as increasing affordance for developers familiar with
non-XR tools.

Little research has designed tools to support accessibility integra-
tion in XR. The only work, to our knowledge, is Zhao et al. [31]
that designed a developer toolkit with 14 low vision tools to help
developer incorporate the low vision tools in their VR applications.
Six Unity developers were interviewed to evaluate the toolkit. How-
ever, this work mainly focused on the creation and evaluation of
the toolkit. More in-depth investigations are needed to explore XR
developers’ experiences, barriers, and needs in accessibility integra-
tion, thus designing more suitable support to motivate and facilitate
this process.

3 METHODOLOGY

The goal of our research is to identify what barriers prevent XR
developers from implementing accessibility features and how they
can best be supported to do so. We recruited 21 XR developers
(17 male, 4 female), aged 18-58. Our participants came from di-
verse organizations, ranging from freelancers to small startups, to
large software companies (e.g., Microsoft, Apple, Google, Ama-
zon), to XR platforms (e.g., Unity, Unreal, CryEngine). All partici-
pants had relatively rich XR development experience (1.5-10 years,
mean= 4.1,SD= 1.88). Participants had developed on different XR
platforms (e.g., Unity, Unreal, A-Frame, Babylon React Native) and
for different XR devices (e.g., Oculus Quest, HTC Vive, HoloLens).

We conducted a semi-structured interview that lasted approxi-
mately for two hours. The study was conducted remotely through
Zoom video calls. Participants were asked to prepare a project that
they could screen share to demonstrate their development practices.
We asked participants about their XR development experience, such
as what projects or features they had worked on, and if they had
any experience developing accessibility features. They then detailed
development cycles and personal coding practices for XR, screen-
sharing when possible to provide visual clarification for described
practices. Moreover, participants were asked about the usage of any
third-party support in their XR development, such as libraries, APIs,
plugins, or assets, and why they used those tools.

We further explored participants’ interpretation of state-of-the-art
XR accessibility guidelines. We collected a set of accessibility guide-
lines by searching online with the keywords “Augmented Reality
(or AR),” “Virtual Reality (or VR),” “Mixed Reality (or MR)” “Ex-
tended Reality (or XR),” and “game” with “accessibility guidelines,”
and took the results found on the first five pages of Google results,
as well as any guidelines from prior literature [10]. Four sets with
an equal number of guidelines were created based on the type of
disabilities, including motor, visual, cognitive, and speech/hearing
disabilities. We selected the most frequently occurring guidelines
for each group and presented each participant with one set of guide-
lines, discussing their interpretation of the guidelines and potential
challenges and needs for implementation. We ended the study by
asking participants about how much time and effort was viable to
dedicate to accessibility, their greatest barriers to accessibility im-
plementation, and what assistance (e.g., tools, plugins, guidelines)
could best support their accessibility integration process.

We analyzed the transcripts through thematic analysis [3], starting
with open coding between two researchers. Following axial coding,
affinity diagramming was used to identify connections and relations
between codes.

4 FINDINGS

We present the key findings on the unique XR development practices
and the barriers they brought to accessibility integration.

Lacking the First-Person Perspective of Users with Disabili-
ties. Due to the complexity of the immersive user experience in XR
projects, all participants relied on their own first-person perspec-
tive or personal experience to design and test their XR interactions.
Even for larger scale companies that had testing frameworks for XR
projects, such as automated code testing or peer review, developers
still personally tested their work to determine whether the intended
immersive experience was achieved. When discussing her thought
process while designing and testing for her sword fighting game,
P2 (gender: female, age range: 31-40, organization type: freelance)
explained how important her personal experience with sword fight-
ing was to development and how difficult it was to imagine what
problems other people might have: “I think that because [XR]’s so
unintuitive and so complex, you really have to see people playing it
more so than like, a simple mobile game...It’s really hard to guess
what’s gonna happen wrong when you put that headset on a different
person...This is what I’ve spent all my time in, working on this and
working on other virtual reality applications, so I’m very inured to
it...But without seeing [the experience] from the [user] viewpoint,
it’s hard to tell how exactly the experience is going to go.”

Seven participants noted difficulty when imagining accessibility
features for users with disabilities, as they did not have disabili-
ties or an adequate understanding of how users with disabilities
would experience their applications. For example, when discussing
audio descriptions for virtual objects, P6 (male, 31-40, freelance)
expressed uncertainty about what functionality would be needed and
how that would interact with the rest of his project. He explained:

“Well, I imagine somebody is completely blind...But imagining how
this interface actually gets used for a completely visually impaired
person is really hard for me to picture. How are you going to aim
your laser at something and select it [to hear the audio descrip-
tion]?”

Lack of Trust in Third-Party Tools. Without a reputable organi-
zation supporting an accessibility tool, six participants would not
trust the tool’s reliability enough to adopt it as their standard prac-
tices. Three participants noted that they would first need to spend
time to thoroughly understand how every part of the tool works to
avoid compatibility or security issues . This was especially true
for XR development due to the frequent updates in the develop-
ment platform. Three participants pointed out that many useful XR
development tools have been used before but dropped due to the

494

Authorized licensed use limited to: Vanderbilt University Libraries. Downloaded on August 24,2023 at 21:34:47 UTC from IEEE Xplore.  Restrictions apply. 



lack of maintenance by the third-party creators. Developers then
had to update those tools themselves or recreate the functionality
from scratch. For example, P7 (male, 18-30, freelance) noted the
trouble he encountered when trying to find third-party plugins to
add compatibility with more VR devices: “One of the things we’ve
noticed is, we have tried to use [third-party] plugins or whatever
in order to expand the number of VR controllers and VR headsets.
There are good options out there, but then no one’s maintaining them
and become outdated, or they’re still missing some key features. So
something in-house is generally what we found to be better in terms
of the design process.”

Using third party tools could be especially risky for larger tech
companies with large-scale projects and a large number of users.
For instance, P12’s (male, 31-40, startup) organization, which was
beginning to scale up and need accessibility frameworks for their
projects, also preferred to keep all codes controlled internally. He
explained: “We don’t use as much third party stuff, because it’ll
work, like you use it, but then it updates, and then all of a sudden
breaks everything. And you have people with all these contracts, and
all of a sudden their things aren’t working anymore. As such, five
participants specifically suggested XR development platforms to cre-
ate the tools and frameworks for accessibility, to assure developers
of continued support and compatibility.

Valuing Platform Generalizability. Unlike traditional 2D applica-
tions with more uniform platforms and interactions, such as PCs or
smartphones, XR users also adopted more diverse XR headsets with
different controllers and inputs. As a result, XR developers placed
high value on the generalizability of their applications . Seven par-
ticipants emphasized the importance of cross platform compatibility
for reaching as wide of an audience as possible. One of P3’s (male,
18-30, large company) web XR projects was even rewritten three
times, ending up with utilizing cross-platform programming lan-
guages and libraries—React and Babylon Native—for their inherent
compatibility with multiple platforms. As P3 explained, “For the
mobile mixed reality, we actually wrote it three times... And then we
rewrote it in our own thing called Babylon Native... it’s basically a
wrapper type script, the native renders that Android and iOS use.
And then from there, it also supports mixed reality so you get the
camera plus you get the 3D render of Babylon Native, and voila, you
suddenly have cross platform mobile mixed reality.”

The seven participants perceived the lack of a consistent accessi-
bility framework across all platforms as a barrier to making acces-
sibility features that were compatible with those platforms. Extra
effort would be needed to implement features on each supported
platform. For example, when discussing custom fonts for users with
visual impairments, P9 (male, 18-30, freelance) noted that the po-
tential incompatibility with different platforms should be addressed
when designing accessible fonts. He explained: “You need to make
[the custom font] programmatically supported by different [XR] op-
erating systems and software libraries, because these libraries are
simply not up to standard in a lot of cases...You’re making something
work for all operating systems, I think back end development needs
to be done very early in order to make [custom fonts] feasible. Then
front end developers and designers can probably work together to
determine how to create adaptable interface elements.”

Desires for Implementation Examples of XR Accessibility Fea-
tures. Eleven participants expressed the need for concrete implemen-
tation examples of accessibility features in XR and how users with
disabilities might interact with the features. We found that many
XR developers adopted an example-driven approach when designing
and implementing XR projects. They usually referred to existing
successful examples for ideas during the design phase. With the
examples, developers could try the interactions in person and gained
the first-hand experience to reuse or re-purpose the example for their
own XR project. Three participants referenced specific applications
when determining the implementation of their XR features. For

example, P16 (male, 18-30, platform) regularly surveyed existing
applications before designing features. He reported: “For our techni-
cal design, I basically study some state-of-the-art VR games and also
study other company’s solutions, like Meta or Microsoft’s HoloLens
toolkit, and we kind of figure out some best approaches.”

However, participants were unaware of any applications or ex-
ample projects for XR that they could reference for accessibility
features for users with disabilities. Therefore, when viewing the
description-based XR accessibility guidelines, most participants had
no concrete vision for how an accessibility feature should be imple-
mented. They would need to experiment or conduct more iterations
of their prototypes to identify a working implementation. P15 (male,
18-30, large company) emphasized the importance of having imple-
mentation examples in conjunction with accessibility guidelines: “I
think [an implementation example] is super important. If I’m build-
ing a VR app with some kind of locomotion, I would just like to see
how to do it. Maybe not even separate for different impairments, but
at least the proper way that will cover the most [disabilities]...The
more such components there is, the better. Not everything can be
covered, that’s why the guidelines have to exist, but I think this will
build some general understanding very well.”

Standardization of Assistive XR Hardware. Besides software so-
lutions, participants also discussed the integration of custom XR de-
vices for accessibility purposes. Following the idea of programming
for general compatibility, many participants used plugins, such as
the XR Interaction (XRI) Toolkit [25] or the Virtual Reality Toolkit
(VRTK), that mapped common XR interactions like grabbing ob-
jects or locomotion to XR input standards (e.g., OpenXR, Windows
Mixed Reality) [9, 14]. Developers would be saved the trouble of
learning and coding for the APIs of each standard while obtaining
compatibility with any device using those input standards. When dis-
cussing various hardware-based assistive technologies [23, 30] and
their potential integration to the mainstream XR setup, six partici-
pants suggested a standardized input mapping framework for custom
devices or a plugin that automatically enabled the compatibility for
these devices. They believed that developers would not keep up
with state-of-the-art assistive XR devices if each device required a
different implementation. P13 (male, 31-40, freelance) stated: “If
[users with disabilities] can’t use these [standard] controllers, then
you’re looking at manufacturing custom hardware. And it’s sort
of like, who’s going to do that? So that device almost has to be
there already. And then you need to have scripting pre-made to the
extent that you can just integrate it with, like, the XRI toolkit and
Unity...I think it would be a huge barrier to have to ask the studio to
design for custom hardware devices or something like that.” Some
participants also pointed to mouse/keyboard and joystick controllers
as examples of devices commonly supported in games due to their
standardized and thus easy to implement inputs.

5 CONCLUSION & FUTURE WORK

Our research contributed the first exploration of XR developers’
practices, barriers, and needs when implementing accessibility for
users with disabilities in mainstream applications or platforms. Our
study highlighted the unique XR development practices and the
corresponding challenges in accessibility integration, including (1)
The first-person testing practice for immersive interactions made it
difficult to design accessible features since the developers needed but
lacked the first-person experience from people with disabilities; (2)
The lack of maintenance of third-party XR development tools due to
the frequent platform updates made it hard for developers to trust
and adopt third-party assistance; (3) The device diversity increased
the importance as well as the difficulty of designing cross-platform
accessibility features; (4) developers followed an example-driven
practice but current XR accessibility guidelines did not provide
concrete code examples and technical guidance; (5) State-of-the-art
custom assistive devices from research lack easy integration into
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mainstream XR setups.

Many of these challenges are caused by the general developer’s
lack of awareness of state-of-the-art accessibility techniques and
the perspectives of people with disabilities. This presents the op-
portunity for open source solutions that consolidate the collective
knowledge of the accessibility community. For example, Thiel &
Steed [24] proposed a metric to evaluate the physical accessibility of
VR games based on data collected from actual players. Similar met-
rics for other disabilities, such as visual or hearing, could be made
with data sourced from the accessibility community or research,
supporting developers to validate accessibility designs.

While our current study has drawn preliminary insights in XR de-
velopers’ practices and challenges in development and accessibility
integration, more thorough analysis will be conducted to compare
the attitudes and needs of developers from different types of orga-
nizations. Moreover, based on our findings, we will derive design
implementation to inspire more actionable XR accessibility guide-
lines and more useful development tools, motivating and enabling
XR developers to easily design and implement accessibility features
in mainstream applications.
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